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Stable second-order scheme for integrating the Kuramoto-Sivanshinsky equation in polar

coordinates using distributed approximating functionals
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We present an algorithm for the time integration of nonlinear partial differential equations. The algorithm
uses distributed approximating functionals, which are based on an analytic approximation method, in order to
achieve highly accurate spatial derivatives. The time integration is based on a second-order unconditionally
A-stable Crank-Nicolson scheme with a Newton solver. We apply the integration scheme to the Kuramoto-
Sivanshinsky equation in polar coordinates, which presents a significant computational challenge due to the
stiffness introduced by the estimation of the spatial derivatives at the origin. We present several stationary and
nonstationary solutions of the Kuramoto-Sivanshinsky equation and compare with previous numerical results
as well as patterns observed in the combustion front of a circular burner. The numerical results of the proposed
scheme reproduces several patterns—rotating two-cell, three-cell, hopping three-cell, stationary two-three-
four- and five-cell, stationary 5/1,6/1,7/1,8/2 two-ring patterns, etc.—observed in physical experiments.
The scheme is extremely robust and can produce long-term simulations consisting of several thousand frames.
Although applied to a very specific problem, the approach of combining the framework of distributed approxi-
mating functionals with a Crank-Nicolson based time integration is generalizable to a large class of problems.
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I. INTRODUCTION

Pattern formation governed by complex spatiotemporal
dynamics is of great interest and has been studied in many
applications, e.g., chemical systems [1], fluid convection [2],
flame-front propagation [3-6], etc. The qualitative behavior
of the pattern formation can be studied using simplified mod-
els; in the case of cellular flames stabilized on a circular
porous plug burner the Kuramoto-Sivashinsky equation
[7-9] is one example of a simplified model.

The motivation for the study of the wide array of complex
cellular flame patterns formed on a circular plug burner is to
increase the understanding of, and be able to suppress cellu-
lar flame instability associated with dynamic patterns in or-
der to design an efficient burner system. Extended experi-
mental studies in which several complex states have been
categorized have been performed [4-6,10]. The uniform
flame front can undergo symmetry-breaking bifurcations and
produce interesting stationary and nonstationary or dynamic
multicell patterns.

The present paper is an extension of [11] which proposes
a scheme for the time integration of the Kuramoto-
Sivanshinsky equation. The scheme proposed here is second-
order accurate in time. Further, this scheme, in which the
time integration is based on the Crank-Nicolson method [12],
is unconditionally A-stable (see the Appendix), thus produc-
ing finite solutions in all cases where theexact solution of the
underlying equation produces finite solutions.

*Electronic address: blomgren@mail. SDSU.EDU; URL: http:/
terminus.sdsu.edu/

"Electronic address: sgasner @yahoo.com

*Electronic address: palacios @euler.SDSU.EDU

1539-3755/2005/72(3)/036701(9)/$23.00

036701-1

PACS number(s): 02.60.Cb, 02.70.—c, 05.45.—a, 47.54.+r

The favorable stability property of the proposed scheme
allows us to produce long-term simulations consisting of
several thousands of frames in the time evolution of the
Kuramoto-Sivanshinsky equation, which expressed in polar
coordinates can be written as
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The unconditionally A-stable Crank-Nicolson scheme em-
ployed with an iterative Newton solver to resolve the result-
ing nonlinear system of equations is an appropriate scheme
as it is an accurate method which allows much larger time
steps than simpler linearizion schemes, based on, e.g., a
fixed-point solver applied to the same system of nonlinear
equations, or the linearization scheme proposed in [11].

We note that this approach of basing the time integration
of a complex system on using the framework of distributed
approximating functionals to generate highly accurate nu-
merical representation of the derivatives, combined with an
implicit Crank-Nicolson based time integration with excel-
lent stability properties, is quite general. The methodology
described in the present paper is highly generalizable to other
problems expressed in the form of a time-dependent partial
differential equation on a regular or nonregular grid.

II. NUMERICAL CHALLENGES

Numerical investigation of cellular flames in a circular
burner using the Kuramoto-Sivanshinsky equation (1) has
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FIG. 1. The polar grid. Notice that the innermost points are
located at a radius r=dr/2; hence there is no computational point at
the center of the grid. The radial spacing is dr. In our computations
we use 32 radial points and 64 azimuthal points, i.e., dr=R/32.5
and dp=27/64.

been elusive due to the singularity that arises in the bihar-
monic operator V*=[d,,+2(1/r)d,+(1/r})dy 4]*, near the
origin of the polar grid. Even though the singularity can be
avoided by partitioning each diameter into an even number
of equally spaced lattice points (see Fig. 1), the presence of
small denominators, i.e., (1/ r4)r9¢¢¢¢, at points close to the
origin makes the resulting system quite ill conditioned and
extremely sensitive to errors in the spatial derivatives.
The algorithm presented in [11] utilizes distributed approxi-
mating functionals [13] and aims at approximating the
flame front u(r, ¢,7) and its spatial derivatives to high accu-
racy on and off the grid points, in order to mitigate the ill
conditioning.

Even though great care was taken in [11] to develop an
algorithm that captures the spatial derivatives to high accu-
racy, it turns out that the algorithm is not well suited for
long-time integration, especially of complex patterns, due to
an instability caused by the treatment of the nonlinear terms
in the expression for the temporal derivative.

In Sec. III we quickly review distributed approximating
functionals. Then, in Sec. IV A we describe the weakness in
the temporal approximation scheme used in [11], and in Sec.
IV B we propose an alternative treatment of the temporal
derivative. Finally, in Sec. V we showcase some numerical
results obtained using this scheme.

II1. DISTRIBUTED APPROXIMATING FUNCTIONALS

Distributed approximating functionals (DAFs) have been
carefully analyzed [13-16] and have successfully been ap-
plied to a wide range of applications, e.g., atom-atom poten-
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tials [17], rovibrational states of Hj [18], path integrals for
quantal many-body dynamics [19], and the Fokker-Planck
equation [20]. Given its wide acceptance, and range of ap-
plicability, we only briefly review the DAF concept, and re-
fer the reader to the literature.

DAF based schemes are generated by expressing spatial
derivatives in the weak form (2),

M0 =1 f ) S9(x)f(x)dx

~ =D Spar?(0f(0dx, 2)
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approximating the &-function and its derivatives &%, and
then applying a quadrature rule to the integration, thus yield-
ing ﬁ;‘LF(x). Robust DAF schemes can be built by approxi-
mations to the & function generated by multiplication of a
Gaussian by a finite sum of orthogonal polynomials, e.g.,
Hermite polynomials [17],
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where M is the order of approximation, and o is an appro-
priate decay rate for the exponential. DAFs are particularly
well suited for approximating spatial derivatives on nonuni-
form grids since the error bound for the approximation is
uniform over the entire domain, even off the node points. In
our application the quadrature points for the integration are
given by the regular grid (Fig. 1).

IV. TIME INTEGRATION OF THE KURAMOTO-
SIVANSHINSKY EQUATIONS

Given the DAF representation of the spatial derivatives,
we now turn our attention to the time integration of the
Kuramoto-Sivanshinsky equation. In order to simplify the
notation we let x=(r,¢) and let F(x,t,u(t)) represent the
right-hand side of the Kuramoto-Sivanshinsky equation (1),
where for convenience we suppress the dependence on x.
We have

u,(t) = F(X,t,u(1)), (5)

where F(x,t,u(t)) decomposes into a linear and nonlinear
operator on u(z), i.e.,
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FIG. 2. Simulation using the linearization from [11]. (a) shows the max-norm of the solution,

i
1200

e, as a function of the number of

iterations; it stays relatively constant ~5 for 900 iterations, and then blows up by several orders of magnitude with a peak at =~10'2. (b)
shows a snapshot of the pattern, in which the interior ring rotates clockwise, and the exterior ring rotates counterclockwise, at iteration 900.
(c) shows the solution at iteration 975, just as the error in the center of the domain starts to dominate the behavior. (d) shows the complete
dominance of the error at iteration 1050. The simulation parameters are 7;=0.32, p,=1, 73=0.017, and R=12.0.

Fu(x,t,u(n)=- 772(“ +5 1 ) . (6)

We note that with the DAF representation every spatial de-
rivative can be expressed as a sum over the domain, with
appropriate weights, e.g.,

N.Ng4
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where {r,,r,, ... ,rNr} and {¢,, P, ..., ¢N¢} represent the dis-
cretization of the grid in the radial and azimuthal coordi-
nates, respectively. The weight coefficients for each deriva-
tive depend only on the order of approximation M and the
decay parameter o in the DAF description, as well as the
grid geometry, and can therefore be computed once and for
all. We now focus our attention on the treatment of the non-
linear term F, (x,¢,u(t)).

A. The Zhang et al. approach

In [11] the proposed DAF based time-integration scheme
for the Kuramoto-Sivanshinsky model is expressed in the
form

h 2 2

i.e., the right-hand side is evaluated at the central time ¢
+h/2, in order to achieve second-order accuracy in the time
integration. The nonlinear terms F,(x,t,u(t)) give the fol-
lowing contributions to the right-hand side of Eq. (8):

3
(”(H'h;"'”(t)) - é[u(H- h)? + 3u(t + h)u(?)

+3u(t + hu()? + u@)?], 9)

2
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+u (0], s={r.¢}. (10)

In order to get a linear system in u(z+h) and its variables, the
following linearization is used:

(U(H’;“U(f)) - (1 - ;)U(t)” + gv(t)"_]v(l+ h).

(11)

yielding
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A = 0G.,.(i(Z,0))
// Time-loop, t=k-h
for( k=0 ; k<kmax; k++ ) {
// Newton iteration
n=0, (%) =d(Z, k-h)
do {
B = 6G.,(7"())
57 = BiCGSTAB( A, A+B, G(7™(Z)) )
TUT) = 7(T) — 67
n=mn+1
} shileC G(@T@))] < tol |G (@) )
a(Z, (k + 1)h) = 0(Z)
} // end-for
FIG. 3. The algorithmic core of the integration scheme. The call

to BiCGSTAB solves (A+B)8v=G(v(x,n)) iteratively, using the pre-
conditioner A.
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(u(t+h) + u(t))3 _—u)’+ 3u(t)2u(t+h)’ (12)
2 2
2
(W) ~ (Ot +h), (13)

where in Eq. (13) s={r, ¢}. The resulting scheme is unstable
for integration over long periods of time, especially when
highly complex patterns are formed. In particular, the errors
in the center of the domain grow exponentially and dominate
the solution, generically within less than a thousand itera-
tions even for relatively simple patterns, one illustration is
shown in Fig. 2.

An explanation as to why this exponential error growth
should occur follows from careful analysis of the approxima-
tion errors introduced. Taylor-expanding Eq. (8) around
t+h/2 shows that the errors due to the nonlinear terms on the
right-hand side are, to leading order, of the form

1 1

- 7/2<Zuxum - Zuf,) h*,  second order, (14)
3 5 350, .

/L gu,,u - h-, third order. (15)

FIG. 4. (Color online) Some of the static patterns observed using the Kuramoto-Sivanshinsky integration scheme. (a), two-cell pattern,
R=5.0; (b), three-cell pattern, R=6.0; (c), four-cell pattern, R=8.0; (d), 6/1-cell pattern, R=10.0; (e), 8/2-cell pattern, R=12.0; (f),
10/5/1-cell pattern, R=14.5. Common simulation parameters: (7,, 7,, 173)=(0.32,1.00,0.017).
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FIG. 5. (Color online) Snapshots of a three-cell hopping state from a simulation of Eq. (1). The pattern is shown at times
te{0,15,30,45,60,75,90,105,120,135}; time evolves from left to right and top to bottom in the panels. The simulation parameter values
are (17,72, 173;R)=(0.32,1.00,0.017;7.7475). In this sequence we see how the frontrunner of the two-cell formation bridges the gap to the

solitary cell.

The second part of the second-order error, +1]2h2uft/4,
is always positive and acts as a destabilizing factor. When
we compare these errors with the ones introduced in
the scheme proposed in the present paper [see Egs.
(17) and (18)], we will notice that the present scheme
has a stabilizing factor of the same form. We note that
the signs of the remaining three terms that comprise
the approximation error are indeterminate and their
effects cannot be interpreted as purely stabilizing or
destabilizing.

B. The Crank-Nicolson based approach

We propose a time-integration algorithm based on the
semi-implicit Crank-Nicolson [12] scheme. With F(x,¢,u(1))
as before, we write

u(t+h) —u(r) B FCe,t,u(t)) + F(x,t + h,u(t + h))
h - 2

. (16)

We remark that the Crank-Nicolson scheme is only used for
the time component; the DAF representation is maintained in
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FIG. 6. (Color online) Snapshots of the first stage of the evolution of the 8/2-cell pattern, time evolves from left to right and top to
bottom in the panels. Here, the number of cells in the outer ring fluctuates between 7 and 8, as illustrated in the six panels. The location of
the splitting and merging of the outer cells changes over time. This phase persists for times up to t=3400.

order to generate high-accuracy approximations to the spatial
derivatives. The Crank-Nicolson scheme provides uncondi-
tional stability [21]. Taylor-expanding Eq. (16) around
t+h/2 shows that the approximation errors due to the non-
linear terms are, to leading order,

1 1, ,

- Zusum+ e h*, second order, (17)
3 5,350 :

-5 gunu +Zu,u h,  third order. (18)

These error terms are very similar to the ones derived for the
previous approach, in Egs. (14) and (15). The signs of two of
the contributing terms have changed, and here the second
part of the second-order term now provides a stabilizing fac-
tor.

We now focus our attention on using the complete non-
linear system (16) in order to devise a numerical scheme.
With the spatial derivatives represented by the DAF approxi-
mations (7) we get a nonlinear system of equations (19)

GG(E,t+h) =0, (19)

where

Gi(E,t+ 1)) = Gy (i(F,1 + b)) + Gy(i(F,t + b)), (20)

with

énn(ﬁ(H h)) = (@ _ @) _ (Flin(X,H;l,ﬁ(H h))

th(x,r,ﬁu»)
Le—

5 21

Fo (.t + hyii(t + 1)) . Fo(x.t, ﬁ(t)))

Gt +h)) = — ( 5 ;
(22)

in which u(x,z+h) are the unknowns, and #(x,¢) are known.
We solve this using an iterative Newton based method

(Xt +h) =d'(xX,t+ h)
—[6G@E"E,t+ W) - GGt + h)),
(23)
(x,t+h) =u(x,1), (24)

where 5G9=Vué(ﬁ”()? ,t+h) is the Jacobian. The Newton it-
eration is repeated until the residual is reduced sufficiently,

e.g.,
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FIG. 7. (Color online) Snapshots of the second stage of evolution for the 8/2-cell pattern; time evolves from left to right and top to
bottom in the panels. In this stage the number of cells in the outer ring fluctuates between 6 and 8, and the two cells in the inner ring rotate
counterclockwise while fluctuating in magnitude. This stage persists for times ¢ € [3400,5500], after which it settles into the stationary

8/2-cell pattern shown in the Fig. 4(e).

GG E r+ W) < TIG@E e +m)],  (25)

in our implementation 7=107°, and the number of required
Newton iterations is about 25. In each step of the Newton
iteration we have to solve the linear system

[6G@@"(%,1 + b)) = G(@"(R,1 + h)). (26)

In our computational setup, where the grid is subdivided into
N,=32 radial points, and N =64 azimuthal points, this leads
to a nearly dense 2048 X 2048 system. We solve this using
the preconditioned biconjugate gradient stabilized method
[Bi-CGSTAB(M)] [22], where a good preconditioner can be

extracted by noticing that the decomposition into linear and
nonlinear contributions described in Egs. (20)—(22) of the
system is transitive to the Jacobian, and we have

SGii(%,1 + h)) = 8y, (i(%,1 + 1)) + 8Gy (i (%, + ),
(27)

where 5élin(ﬁ(f ,t+h)) is constituted from contributions from
DAF derivative coefficients (7) and therefore does not de-
pend on u(x,t+h). We let the linear part define our precon-
ditioner, i.e., M= 68Gy;,(ut(x,t+h)). The preconditioner M is
used with a fast solver for the linear system Muv=w, based
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e.g., on the LU, or QR decomposition of M, which can be
computed once for the Bi-CGSTAB(M) algorithm. We summa-
rize the algorithm in Fig. 3.

V. NUMERICAL RESULTS

We have implemented the algorithm described in Sec.
IV B, and have validated the results by several observations
of stationary and dynamic patterns that had only been previ-
ously observed in physical experiments. In Fig. 4 we show
six different static patterns; the parameters (7,7, 73)
=(0.32,1.00,0.017) are being held constant and as the radius
R of the burner increases, the pattern goes through a series of
symmetry-breaking bifurcations increasing the complexity of
the pattern.

For dynamic patterns, we can generate extremely long-
time-series data which allows us to capture many rotations in
rotating or hopping patterns. A careful study of a numerically
simulated three-cell hopping state is being reported in [23].
A hopping state (illustrated in Fig. 5) is a modulated nonrigid
rotation in which one of the cells “bridges the gap” to the
cell in front of it and thus leaves a gap to the cell behind it;
the “gapped” cell eventually bridges the newly created gap,
etc.

The hopping state is not the only unusual pattern
observed. The 8/2-cell pattern in Fig. 4(e) is stationary;
however, the route to this stationary pattern is interesting.
From an arbitrarily chosen initial state, the pattern
goes through a sequence of behaviors. First, there is a
quick transition in which the two rings of cells are formed;
then for an extended period of time (until approximately 7
=3400), we observe the first persistent dynamic state, in
which the two interior cells are stationary while the number
of cells in the outer ring fluctuates between 7 and 8 (see Fig.
6). In the time interval 3400 <t <5500 we observe a second
persistent dynamic state, in which the number of cells in the
outer ring fluctuates between 6 and 8 while the two interior
cells rotate counterclockwise while fluctuating in magnitude
(see Fig. 7).

VI. CONCLUSION

We have devised a numerical integration scheme for the
Kuramoto-Sivanshinsky equation in a circular domain. By
combining treatment of the representation of the spatial
derivatives using distributed approximating functionals with
a linearly unconditionally A-stable Crank-Nicolson integra-
tion in time our scheme achieves high accuracy and extreme
robustness.

The solutions to the nonlinear systems resulting from
the Crank-Nicolson scheme are found using a Newton itera-
tion where the resulting linear systems are solved using the
preconditioned biconjugate gradient stabilized algorithm
[Bi-CGSTAB(M)].

We have demonstrated the ability of our scheme to suc-
cessfully simulate a significant number of stationary and
nonstationary solutions to the Kuramoto-Sivanshinsky equa-
tion, over extended periods of time. This allows us to iden-
tify and classify the evolution of unusual patterns. In a sepa-
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rate paper [23] we have performed a detailed principal mode
study of the first such pattern, the three-cell hopping state.

Finally we note that even though we have solved a very
particular problem, the approach is quite generic. The frame-
work provided by the distributed approximating functionals
for generating high-order accurate numerical approximations
of the spatial derivatives is applicable to any problem, ex-
pressed on a regular or nonregular grid. Further, basing the
time integration on a Crank-Nicolson scheme in order to
generate a scheme with highly desirable stability properties
is a time-tested approach.

APPENDIX: A-STABILITY OF THE CRANK-NICOLSON
SCHEME

Linear von Neumann analysis

Von Neumann analysis is an application of Fourier
analysis devised to study the stability properties of finite dif-
ference schemes. To linear order it applies to systems of
equations

—vy=Ly, Al
o =Ly (A1)

where L is a matrix capturing the finite difference (of DAF
representation) of spatial derivatives of y. After an appropri-
ate change of basis, using the unitary Schur factorization
OTQ =L, we can express Eq. (Al) in the transformed coor-
dinate y=0"y,

aJ . .
—y=Ty

ot (42)

where T is upper triangular, with 7;;=\;. We can now limit
our study to scalar equations

J
- =)\ 3
(%y y (A3)

and note that if Re(\) <0, then lim,_..y(r)=0. Now, we in-
tegrate Eq. (A3) in time using the Crank-Nicolson scheme

(n+1) _

dt

y y(n)

"
= E(y“”“ +y™), (A4)

which, with fz:)\dt, gives
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y(n+1) - ( 1+ hA/2> y(n).
1—-h/2
-—

XCN(h)

(A5)

Here gcn(h) is the amplification factor for the Crank-
Nicolson scheme. The region of absolute stability for
an integration scheme is defined in terms of the amplification
factor

PHYSICAL REVIEW E 72, 036701 (2005)

Ry={h € C:lg(h)| <1}, (A6)
ie, all the values of A for which lim, .y™=0. If
R,D{h:Re(h) <0}, then the method is said to be A-stable.
From Eq. (A5) it immediately follows that RSNE{E

e C:|g(h)| <1}, so that the Crank-Nicolson integration is un-
conditionally A-stable, independent of the time step dr.
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